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Abstract 

Several methods for detecting spatial or spatio-temporal clusters of point 

events, based on the “space scan statistics” presented by Kulldorff and 

Nagarwalla (1995), have been proposed. In most of them, it is implicitly 

assumed that the propagation process starts from a certain point, and an at-

tempt is made to extract a circular-like spatial region as a cluster. Howev-

er, when analyzing socio-economic phenomenon in small areas, the as-

sumption of an isotropic propagation process is not always appropriate, 

since the shape of a transport network and the non-homogeneity of attrib-

utes in space affects the speed of propagation significantly. In this paper, a 

method for detecting flexible-shaped clusters by searching combinations of 

adjacent area units hierarchically is proposed. The applicability of the pro-

posed method to the detection of spatio-temporal clusters is tested on 

transaction location and time data of real estate in Tokyo. 

1. Introduction 

Nowadays, it is becoming easier to utilize a large amount of information 

with detailed spatial location data for regional analysis because of im-

proved access to statistical information, promotion of open governmental 

policies, and popularization of geospatial technologies such as positioning 
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and mapping. Moreover, some spatial information is time-stamped; there-

fore, the environment for spatio-temporal analysis is ready. 

One of the analyses that use spatio-temporal data is cluster detection. This 

study focuses on the cluster detection of point events for which position 

and time information is available. One of the cluster detection methods 

that deal with spatio-temporal point event data is “space time scan statis-

tics,” developed in the field of spatial epidemiology (Kulldorff et al., 1998; 

Kulldorff, 2001; Kulldorff et al., 2005). This method can detect a cluster 

region and period, and it is used to analyze the regional disparity and tem-

poral transition of the distribution of point events. It is an extension of 

“space scan statistics,” which detects spatial clusters of point events 

(Kulldorff and Nagarwalla, 1995; Kulldorff, 1997). Both space and space-

time scan statistics are quite famous and are in use, being implemented in 

and distributed as free software called “SaTScan” (Kulldorff, 2010).  

Although several extensions of scan statistics have been proposed thus far, 

the major differences among them lie in their settings of the spatial shape 

of clusters. There are two types of settings for the cluster shapes. One as-

sumes that the point distribution is approximately based on the isotropic 

propagation process starting from a certain point, and outputs circle-like 

clusters (Kulldorff and Nagarwalla, 1995; Kulldorff et al., 2006; Tango 

and Takahashi, 2005). The other type does not assume an isotropic propa-

gation process of point events, and outputs flexibly shaped clusters 

(Duczmal and Assunção, 2004; Yao et al., 2011). It is quite natural to con-

sider that the shape of a transportation network may affect the propagation 

process of events caused by human activities. In particular, when a small-

area analysis is performed, the assumption that the propagation process is 

isotropic is not suitable, since the attributes of spatial location have some 

randomness.  

Duczmal and Assunção (2004) and Yao et al. (2011) proposed a method of 

the latter type. It uses the count data of point events according to certain 

spatial units, sets the combinations of adjacent spatial units as cluster can-

didates, and searches the cluster using the simulated annealing method. 

When the number of spatial units is small, it allows for a significant cluster 

to be searched in a short calculation time; however, when the number of 

spatial units becomes large, it becomes difficult to execute the cluster 

searching process quickly. The expansion of the method to treat spatio-

temporal data is also difficult; the setting of temperatures for the simulated 

annealing method becomes complex. 

In this study, we propose a new, fast detection method for spatio-temporal 

clusters that have flexible shapes. The cluster evaluation is based on previ-

ous space and space-time statistical approaches (Kulldorff and Nagarwalla, 

1995; Kulldoff et al. 1998), and the settings of the window shape are based 
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on Duczmal and Assunção (2004) and Yao et al. (2011). By constructing a 

combination of adjacent spatial units hierarchically, the method is able to 

detect clusters with a relatively short calculation time. The proposed meth-

od is evaluated by an application to the real estate transaction place and 

time data observed in Tokyo. 

2. Cluster detection by scan statistics 

In this chapter, we review the cluster detection procedures of space and 

space-time scan statistics.  

Since Kulldorff and Nagarwalla (1995) first proposed the “space scan sta-

tistics,” several other methods have been proposed based on it. However, 

the differences among the previous methods are mostly in the settings of 

cluster shapes, as described above. The procedures of cluster detection in 

Kulldorff and Nagarwalla (1995) and its expansion to spatio-temporal 

space in Kulldorff et al. (1998) are commonly used. The procedures for 

cluster detection are introduced in Section 2.1, and the settings of cluster 

shapes in previous studies are introduced in Section 2.2. 

Hereafter, in this paper, it is assumed that the positions of point events are 

aggregated according to certain spatial units, and the detection of clusters 

based on these spatial units is considered. When the exact positions of 

point events are observed, it might be possible to detect clusters in contin-

uous space. However, the population that affects the occurrence of point 

events may not be distributed uniformly in space. For example, when 

searching the spatial cluster of patients with a certain disease, the cluster 

significance should not be judged by the number of patients over the size 

of the cluster; it should be judged by the ratio of the number of patients 

over the population in the cluster. Usually, people are not uniformly dis-

tributed in the study area; therefore, the population distribution should be 

considered. Additionally, the population data are usually aggregated based 

on certain spatial units, such as a municipality, zip code zone, or census 

tract, and it is difficult to express the population distribution in the study 

area using mathematical expressions over the continuous space. Then, scan 

statistics usually handles data in discrete space and not in continuous 

space. When handling data in discrete space that is divided into spatial 

units, the previous studies usually set the shape of the window, find the 

spatial units whose centroids are located inside the window, and then con-

sider the total area of the spatial units found as a candidate cluster. 
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2.1. Procedures of cluster detection by scan statistics 

The cluster detection procedure of scan statistics, proposed by Kulldorff 

and Nagarwalla (1995) and followed in many cluster detection methods, is 

given below.  

1. The stochastic process of point event distribution is assumed. The 

Poisson point process is commonly assumed as the point process. 

When analyzing the spatio-temporal point event data, the point pro-

cess in spatio-temporal space is assumed. 

2. The shapes of windows that are cluster candidates are set. The details 

of the settings of window shapes are explained in Section 2.2. The 

whole study area is scanned by moving and resizing the windows.  

3. The windows are evaluated by comparing two hypotheses, an alterna-

tive and a null hypothesis. The alternative hypothesis is that there are 

more point-event occurrences inside than outside the window; the 

null hypothesis is that there is no difference in the number of event 

occurrences inside and outside the window. The likelihood ratio, 

which is the likelihood of the alternative hypothesis in relation to that 

of the null hypothesis under the assumption of point process, is calcu-

lated for every window. 

Here, we briefly show the evaluation of windows based on the likeli-

hood ratio. Let the whole study area where point events are distribut-

ed be denoted by G; a window, which is a subset of G, is denoted by 

Z; the outside of the window is denoted by Z
C
; the number of point 

events in Z is denoted by n(Z); the population in Z is denote by ν(Z). 

Assume that the point events are distributed based on the Poisson 

point process. The alternative hypothesis H1 is “the density of point 

events is greater inside than outside the window Z” and the null hy-

pothesis H0 is “the intensity of point events inside and outside the 

window Z is the same.” The likelihood ratio of the window Z, λ(Z), is 

given in Equation (1). 
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(1) 

The window with the maximum likelihood ratio is selected as the 

most likely cluster (MLC).  

4. The significance of a detected MLC is examined through a Monte 

Carlo simulation. The examination process first simulates the random 

point distribution in the study area according to the assumption of 
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point process; then, the cluster detection on the simulated point distri-

bution outputs the maximum likelihood ratio when the points are ran-

domly distributed in the study area. The significance of a detected 

MLC is evaluated by comparing the likelihood ratio of the MLC with 

the simulated maximum likelihood ratios. 

2.2. Settings of cluster shapes 

The first part of this section describes the methods that output simple-

shaped spatial clusters, and the second part describes the method that out-

puts flexible-shaped clusters.  

Simple-shaped cluster detection 

In Kulldorff and Nagarwalla (1995) and Kulldorff (1997), a circular win-

dow is proposed, and in Kulldorff et al. (1998), Kulldorff (2001), and 

Kulldorff et al. (2005), a circular spatial window is extended to a cylinder 

spatio-temporal window by adding a temporal period to the cluster setting. 

To enhance the flexibility of the spatial window shape, Kulldorff et al. 

(2006) proposed an elliptic window, the parameters of which are the 

lengths of the major and minor axes and the azimuth of the major axis.  

Another approach for detecting flexibly shaped clusters was presented by 

Tango and Takahashi (2005), who proposed setting the combination of ad-

jacent spatial units inside a certain size of circular region. In their applica-

tion, the maximum number of spatial units inside the window is limited to 

approximately thirty since the number of combinations of neighboring spa-

tial units increases exponentially as the number of units to be considered 

increases. This approach is extended to a spatio-temporal analysis method 

in Takahashi et al. (2008). 

Mori and Smith (2009) proposed setting windows as convex regions in the 

space in which the metric is the travel time on the transport network, alt-

hough the significance of cluster candidates is evaluated by a method that 

is similar to but different from the spatial scan statistics. 

These settings of window shapes are based on the assumption of cluster 

formation that the prevalence of point events starts from a certain location 

and spreads uniformly in any direction. However, especially when a small-

area analysis is performed, the assumption that the diffusion process is iso-

tropic and continuous is not suitable since some randomness in the attrib-

utes of spatial location can be observed in a small area.  
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Flexible-shaped cluster detection 

Duczmal and Assunção (2004) proposed detecting flexible-shaped clusters 

by considering the combinations of adjacent spatial units as windows, and 

searching the MLC using simulated annealing. This method can search 

clusters whose shapes are flexible and deal with the flexible propagation 

process of point events. The method was applied to the spatial cluster de-

tection of homicide scenes in Belo Horizonte, Brazil. It detected a long and 

narrow cluster region along an expressway, whose detection would not 

have been possible if circular windows had been used. In this application, 

since the total number of spatial units and point events are 240 and 273, re-

spectively, which are not very large numbers for spatial analysis, the 

method outputs the cluster region and its significance test in a short calcu-

lation time. However, when the number of spatial units is large, the num-

ber of combinations of neighboring regions increases exponentially. If the 

cluster is spread over a broad area, it is impossible to find the highly sig-

nificant cluster based on the simulated annealing method. In addition, the 

previous study considered only spatial clusters; when searching spatio-

temporal clusters, it would therefore be difficult to define the temperature, 

a setting of a simulated annealing method.  

Based on Duczmal and Assunção (2004), Yao et al. (2011) proposed two 

algorithms which limit the search area of combinations of neighboring re-

gions. These methods might reduce the computational complexity, howev-

er it was not mentioned. 

3. Proposal for spatio-temporal cluster detection with 
flexible spatial shapes 

We propose a new spatio-temporal cluster detection method with flexible 

spatial shapes in this section.  

The setting of the window shape for spatial extent is the same as that in 

Duczmal and Assunção (2004); the combinations of adjacent spatial units 

are considered spatial windows. Here we clarify the setting of spatial win-

dows and the definition of MLC in this study. Let G denote the graph 

structure of spatial units and their adjacency in the study area. G consists 

of V, the set of vertices which represent spatial units, and E, the set of edg-

es which connects the vertices representing neighboring spatial units. The 

setting of spatial window W in this study is given as W must be a subgraph 

of G (W G ) and connected. Let Ω denote the set of spatial windows 

Ws; then the problem to detect a spatial cluster is written as  
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 ˆ max
W

W aug W


  
(2) 

This study also consider the time domain. The setting of the window shape 

for the temporal extent is the same as that in Kulldorff et al. (2005); the 

time period is the same for all spatial areas inside the window. Let T de-

note the study period, and P denote the period of time in T. Then the prob-

lem to detect a spatio-temporal cluster is described as  

   
,

ˆ ˆ, max ,
W P T

W P aug W P
 

  
(3) 

The number of combinations of adjacent spatial units increases exponen-

tially as the number of spatial units increases. When the number of con-

nected spatial units is N, the number of combinations of adjacent spatial 

units is between N(N+1)/2 and 
1

N

N ii
C

 ; it is not practicable to search all 

combinations of neighboring spatial units.  

This paper proposes a new algorithm for flexible-shaped cluster detection. 

First, it divides the study area into small aggregation groups consisting of 

adjacent spatial units; then, it searches the spatial window with the maxi-

mum likelihood ratio value by combining adjacent spatial units in each ag-

gregation group and designates them as cluster candidates. Next, it divides 

the study area into larger aggregation groups that consist of the cluster 

candidates detected at the former stage and combines the adjacent cluster 

candidates in each aggregation group. By repeating the cluster candidate 

search within the groups of adjacent candidates and expanding the aggre-

gation groups by combining the cluster candidates detected at the former 

stages, this method is able to detect clusters in the whole study area with-

out checking all combinations of adjacent spatial units. The procedures of 

the proposed method are given below. 

1. The method removes the spatial units that do not have point events 

inside, since the inclusion of such spatial units always leads to lower 

likelihood values, as is clear from Equation (1). Other spatial units are 

designated as cluster candidates. 

2. The method selects a candidate randomly, searches its adjacent can-

didates, and forms a spatial aggregation group. If the number of adja-

cent candidates exceeds the limit value max_neighbors, adjacent can-

didates are randomly chosen according to the limit values. 

max_neighbors limits the number of combinations of adjacent candi-

dates to reduce the calculation time; its value is set to nine in the ap-

plications in this study; thus, the maximum number of candidates in a 

spatial aggregation group is at most ten. The formation of spatial ag-
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gregation groups is repeated until all cluster candidates are included 

in some spatial aggregation groups. 

3. In each spatial aggregation group, the method creates all the combina-

tions of adjacent candidates. When calculating the likelihood ratio, it 

searches all the combinations of time points inside the combination of 

candidate as start and end times of the cluster periods, and records the 

highest likelihood ratio values and its cluster period. 

4. The method selects the combination of candidates that has the largest 

likelihood ratio in each spatial aggregation unit, and records it as the 

cluster candidate for the next aggregation stage.  

The combinations of candidates that share borders with other candi-

dates in other spatial aggregation groups have a chance to be a part of 

clusters; then, the combinations of candidates that share borders with 

other candidates and do not overlap with the selected candidates in-

side the same spatial aggregation group are also kept for the larger 

aggregation.  

5. The method repeats Procedures 2-4 until a single candidate remains. 

This method is able to reduce the calculation time by limiting the number 

of spatial units in the search of combinations of adjacent spatial units. 

However, the order in which adjacent candidates are combined affects the 

cluster detection results. Random selection of candidates when forming the 

spatial aggregation groups may lead to a failure to detect the clusters with 

a high likelihood value. The performance of the proposed method is evalu-

ated in the next chapter. The source code of the proposed method is avail-

able at http://www.plan.civil.tohoku.ac.jp/inoue/research/code/. 

4. Application 

The applicability of the proposed method is tested on the real estate trans-

action-price information (Fudosan Torihiki kakaku Joho (in Japanese)), 

published by the Ministry of Land, Infrastructure, Transport, and Tourism 

of Japan (2012), in the twenty-three special wards in Tokyo. The infor-

mation consists of the records of locations and dates of real estate transac-

tions and other attributes of the transferred estates, such as size, accessibil-

ity, and the relevant regulations of the Urban Planning Act. In this study, 

we used the locations and dates of vacant lot transactions within the Tokyo 

metropolitan area from January 1999 to December 2009, and searched 

clustered areas and periods.  

The spatial units used in this study were the city districts, cho and aza (in 

Japanese); the data source was the Digital Map 2500 (Spatial Data Frame-

http://www.plan.civil.tohoku.ac.jp/inoue/research/code/
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work) published by the Geospatial Information Authority of Japan. Two 

spatial units were determined to be adjacent if they shared at least one 

node on their borders.  

The spatial extents of three cases are shown in Fig. 1. Case 1 uses the data 

of the Setagaya ward; Case 2, the data of the Josai area (Setagaya, Sugin-

ami, Nakano, and Nerima wards); and Case 3, the data of the 23 special 

wards of Tokyo. Summaries of the three cases are shown in Table 1. 

 

Fig. 1. Study areas–Case 1: Setagaya ward; Case 2: Josai region: Setagaya, Naka-

no, Suginami, and Nerima wards; Case 3: Twenty-three special wards of Tokyo 

Table 1. Summary of data 

 Case 1 Case 2 Case 3 

Number of spatial units 279 705 3,130 

Number of pairs of adjacent spatial units 833 2,171 9,834 

Number of real estate transactions 2,672 8,466 26,380 

Study area (km
2
) 58.4 156.1 621.4 

 

The density of transactions is calculated over the spatial area (km
2
) and 

temporal period (years). It would be better if the density is evaluated by 

the number of transactions over the number of land parcels if the infor-

mation on land parcels is available. The regions used in Cases 1 and 2 are 

residential suburbs of Tokyo. The density calculation over the size of the 

area in this study may not be a problem because the size of the parcels 

Nerima

Setagaya

Suginami

Nakano

µ
0 2 4 6 8 101

km
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does not vary much. However, the analysis of Case 3 may present some 

problems since the central business districts, where land parcels are quite 

large as compared those in residential areas, are included in the study area. 

The cluster detection results of the proposed method are compared with 

those of SaTScan, the space -time scan statistics that uses circular or ellip-

tic spatial windows and temporal periods: cylindrical or elliptical cylindri-

cal windows in spatio-temporal space. The version of SaTScan used was 

9.1.1x64, and the settings were as follows: The type of analysis was retro-

spective space-time; the probability model was discrete Poisson; and the 

time aggregation length was 7 days. 

The proposed method is implemented using C++ codes with OpenMP li-

braries and Intel C++ compiler, whereas the SaTScan is implemented us-

ing JAVA. The calculation times of both methods are shown for reference; 

however, the comparison of calculation time would not be very significant 

since the environments of these implementations are different. The calcu-

lation times shown in this paper do not include the time taken by the sig-

nificance tests using the Monte Carlo simulation. The calculations were 

executed on a PC with Xeon X5670 (2.93GHz/6 cores) with 8GB of 

memory. 

4.1. Case 1 – Setagaya ward 

The cluster detection results of Case 1, i.e., the analysis of data in Setagaya 

ward, are shown in this section. The input data, spatial units, and position 

and time of transactions are shown in Fig. 2. First, we examine the effect 

of the order of the aggregation group formation on the cluster detection re-

sults. Table 2 shows the 20 cluster detection results achieved using the 

proposed method. Fig. 3 indicates the spatial extents of clusters that have 

the largest and smallest likelihood ratio of MLCs in these calculations de-

tected using the proposed method. Although the periods of the detected 

clusters almost coincide, their spatial extents do not. The log-likelihood ra-

tio values of MLCs increase by approximately 20%, from 317 to 382. It is 

confirmed that the spatial aggregation group formation in the proposed 

method affects the cluster detection results. 

Next, we compare the results of the proposed method with those of 

SaTScan. Table 3 shows the attributes of the detected clusters. The circular 

and elliptic spatial windows output the same results in this case. The spa-

tial extent of MLC using SaTScan is shown in Fig. 4. It is clear that the 

likelihood ratio of MLC using the proposed method is higher than that us-

ing SaTScan, even when the lowest likelihood ratio results are used for the 

comparison; the flexibility in the spatial cluster shapes allows the detection 
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of clusters with a high likelihood ratio value. The time aggregation length, 

which is the temporal resolution of a cluster, is set at 7 days in the 

SaTScan analysis; the periods of the clusters detected by the two methods 

can be judged as the same results. 

 

Fig. 2. Input data (Case 1 

Table 2. Cluster detection result using the proposed method (Case 1) 

Calculation 
Log likeli-

hood ratio 

Area 

(km
2
) 

Period Number of  

transactions Start End 

1
st
 362.1 36.1 2005/7/19 2009/7/30 1,246 

2
nd

 338.1 31.5 2005/7/19 2009/7/30 1,125 

3
rd

 332.5 41.7 2005/7/19 2009/7/30 1,333 

4
th

 351.2 39.5 2005/7/19 2009/7/30 1,307 

5
th

 354.4 35.4 2005/7/19 2009/7/30 1,225 

6
th

 382.2 35.2 2005/7/19 2009/7/30 1,245 

7
th

 317.2 36.2 2005/7/19 2009/7/30 1,205 

8
th

 351.2 35.4 2005/7/19 2009/7/30 1,222 

9
th

 345.0 36.4 2005/7/19 2009/7/30 1,237 

10
th
 361.7 36.6 2005/7/19 2009/7/30 1,256 

11
th
 361.1 29.5 2005/7/19 2009/7/30 1,102 

12
th
 364.1 37.4 2005/7/19 2009/7/30 1,276 

13
th
 349.5 34.9 2005/7/19 2009/6/30 1,193 

14
th
 371.5 33.7 2005/7/19 2009/7/30 1,203 

15
th
 345.1 34.4 2005/7/19 2009/7/30 1,195 

16
th
 354.7 35.9 2005/7/19 2009/7/30 1,236 

17
th
 368.5 39.1 2005/7/19 2009/7/30 1,315 

18
th
 342.4 42.4 2005/7/19 2009/7/30 1,357 

19
th
 368.0 33.0 2005/7/19 2009/7/30 1,185 

20
th
 377.1 32.2 2005/7/19 2009/7/30 1,175 

µ
0 1 2 3 4 5

km

Year of transaction

1999 - 2000

2001 - 2002

2003 - 2004

2005 - 2006

2007 - 2008

2009 - 2010
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Table 3. Comparison of the proposed method with SaTScan (Case 1) 

Attributes of MLC 
Proposed 

method 

SaTScan 

Circular Elliptic 

Logarithm of likelihood ratio 382.2 210.4 210.4 

Number of transactions 1,245 883 883 

Area (km
2
) 35.2 29.0 29.0 

Period 2005/7/19 2005/7/16 2005/7/16 

2009/7/30 2009/7/31 2009/7/31 

Calculation time (s) 13 167 8,186 

 

   
 (a) Largest likelihood ratio (b) Smallest likelihood ratio 

 6
th

 calculation 7
th

 calculation 

Fig. 3. Most likely clusters obtained using the proposed method (Case 1) 

 

µ
0 1 2 3 4 5

km

Most Likely Cluster

µ
0 1 2 3 4 5

km

Most Likely Cluster

µ
0 1 2 3 4 5

km

Most Likely Cluster
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Fig. 4. Most likely cluster obtained using SaTScan (Case 1) 

4.2. Case 2 – Josai region 

The cluster detection results of Case 2, the analysis of data in the Josai re-

gion, are described in this section. The input data, spatial units and posi-

tion, and time of transactions are shown in Fig. 5. 

 

Fig. 5. Input data (Case 2) 

Table 4 shows the attributes of the cluster detection results of twenty exe-

cutions of the proposed method, and Table 5 shows the attributes of the 

clusters detected by circular and elliptic spatial windows using SaTScan. 

The spatial extents of MLCs obtained using the proposed method are 

shown in Fig. 6, and those of MLCs obtained by circular and elliptic spa-

tial windows using SaTScan are shown in Fig. 7. Similar to the results of 

Case 1, the results of cluster detection using the proposed method are dif-

ferent according to calculations; the logarithm of the likelihood ratio val-

ues of MLCs increases by more than ten percent, from 717 to 797. Howev-

µ
0 1 2 3 4 5

km

Year of transaction

1999 - 2000

2001 - 2002

2003 - 2004

2005 - 2006

2007 - 2008

2009 - 2010
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er, these values obtained by the proposed method exceed those obtained by 

the circular and elliptic spatial windows of SaTScan. 

It is noteworthy that the spatial extents of MLCs obtained using SaTScan 

in Cases 1 and 2 differ, although the study area of Case 1 is included in 

Case 2. The MLC of Case 1 is not detected as a cluster region; the strict 

constraint on the spatial shape of clusters prevents its being selected as a 

cluster. On the other hand, the proposed method detects the area of MLC 

in Case 1 in the analysis of Case 2. 

Table 4. Cluster detection result using the proposed method (Case 2) 

Calculation 
Log likeli-

hood ratio 

Area 

(km
2
) 

Period Number of 

transactions Start End 

1
st
 790.8 108.5 2005/7/19 2008/12/25 3,487 

2
nd

 717.4 106.2 2005/7/19 2008/12/25 3,357 

3
rd

 774.3 107.6 2005/7/19 2008/12/25 3,450 

4
th

 733.0 103.0 2005/7/19 2008/12/25 3,306 

5
th

 749.4 110.3 2005/7/19 2008/12/25 3,479 

6
th

 771.7 109.5 2005/7/19 2008/12/25 3,487 

7
th

 760.2 108.0 2005/7/19 2008/12/25 3,442 

8
th

 746.2 103.5 2005/7/19 2009/3/31 3,496 

9
th

 794.8 108.2 2005/7/19 2008/12/25 3,484 

10
th
 728.8 105.2 2005/7/19 2008/12/25 3,348 

11
th
 784.9 107.9 2005/7/19 2008/12/25 3,468 

12
th
 791.0 105.8 2005/7/19 2009/3/31 3,597 

13
th
 774.2 98.7 2005/7/19 2008/12/25 3,259 

14
th
 743.5 108.4 2005/7/19 2008/12/25 3,433 

15
th
 750.3 102.0 2005/7/19 2008/12/25 3,305 

16
th
 780.6 103.2 2005/7/19 2008/12/25 3,363 

17
th
 779.8 96.5 2005/7/19 2008/8/28 3,018 

18
th
 790.3 104.6 2005/7/19 2008/12/25 3,403 

19
th
 778.6 98.4 2005/7/19 2008/12/25 3,258 

20
th

 796.5 105.2 2005/7/19 2008/12/25 3,424 

Table 5. Comparison of the proposed method with SaTScan (Case 2) 

Attributes of MLC 
Proposed 

method 

SaTScan 

Circular Elliptic 

Logarithm of likelihood ratio 796.5 422.6 439.8 

Number of transactions 3,424 2,235 2,253 

Area (km
2
) 105.2 78.0 77.8 

Period 2005/7/19 2005/7/23 2005/7/23 

2008/12/25 2008/12/26 2008/12/26 

Calculation time (s) 221 1,075 52,920 
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Fig. 6. Most likely clusters obtained using the proposed method (Case 2) 

   
 (a) Circular spatial windows (b) Elliptic spatial windows 

Fig. 7. Most likely clusters obtained using SaTScan (Case 2) 
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4.3. Case 3 – the twenty-three special wards of Tokyo 

The cluster detection results of Case 3, the analysis of data in the 23 spe-

cial wards of Tokyo, are described in this section. The input data, spatial 

units and position, and time of transactions are shown in Fig. 8.  

Table 6 shows the attributes of the cluster detection results obtained by 20 

executions of the proposed method, and Table 7 shows the attributes of 

clusters detected by the circular and elliptic spatial windows of SaTScan. 

The spatial extents of MLCs obtained using the proposed method are 

shown in Fig. 9, and those of MLCs obtained using the circular and elliptic 

spatial windows of SaTScan are shown in Fig. 10.  

Similar to Cases 1 and 2, the proposed method outputs the clusters with 

large likelihood ratio values, although their likelihood ratios are in a wide 

range. However, the cluster periods detected by the proposed method do 

not coincide with those of the SaTScan in Case 3, although they almost co-

incide in Cases 1 and 2. Since the proposed method has a large degree of 

freedom for the spatial cluster shape, it allows the spatial disparity of den-

sity to be take into account more than the temporal disparity. As a result, 

the proposed method searches the spatial area with small land parcels, 

where the number of real estate transactions per unit area is relatively large 

for every time period; it outputs a temporal cluster period that almost co-

vers the whole study period. On the other hand, in the methods using circu-

lar or elliptic spatial windows, the spatial shape is more strongly restricted; 

they output the temporal periods of clusters under the restriction on the 

spatial cluster shapes. These results show the necessity to control the popu-

lation, especially when a method with a higher degree of freedom for spa-

tial cluster shape is used for the analysis. 

Through our analysis of the three cases, it is confirmed that the proposed 

method is applicable to real data. It is able to detect spatio-temporal clus-

ters of point events with larger likelihood ratio values in a short calculation 

time as compared with SaTScan methods. However, since the random 

formation process of spatial aggregation groups affects the cluster detec-

tion results, the necessity to consider the aggregation process further is in-

dicated. 
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(a) Transactions in 1999 and 2000 (b) Transactions in 2001 and 2002 

 

    
(c) Transactions in 2003 and 2004  (d) Transactions in 2005 and 2006 

 

    
(e) Transactions in 2007 and 2008 (f) Transactions in 2009 and 2010 

Fig. 8. Input data (Case 3) 
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Table 6. Cluster detection results using the proposed method (Case 3) 

Calculation 
Log likeli-

hood ratio 

Area 

(km
2
) 

Period Number of 

transactions Start End 

1
st
 4117.5 334.5 1999/4/14 2009/7/30 20538 

2
nd

 3805.5 307.8 1999/4/18 2009/6/30 19189 
3

rd
 4207.2 301.3 1999/4/18 2009/7/30 19383 

4
th

 4373.9 316.3 1999/3/23 2009/7/30 20159 
5

th
 3977.0 330.0 1999/4/18 2009/7/30 20243 

6
th

 4065.9 323.0 1999/4/18 2009/7/30 20066 
7

th
 4011.6 328.4 1999/4/18 2009/7/30 20216 

8
th

 4038.2 325.1 1999/4/14 2009/7/30 20136 
9

th
 3984.2 300.6 2005/7/18 2009/3/31 10403 

10
th
 4173.2 326.2 1999/4/18 2009/7/30 20269 

11
th
 4204.7 316.1 1999/4/14 2009/7/30 19948 

12
th
 3858.5 320.6 1999/4/18 2009/7/30 19804 

13
th
 4241.5 345.3 1999/3/28 2009/7/30 21063 

14
th
 4174.8 337.0 1999/3/28 2009/6/30 20623 

15
th
 4237.1 328.7 1999/3/23 2009/7/30 20497 

16
th
 4294.1 321.5 1999/4/18 2009/7/30 20199 

17
th
 4238.4 321.1 1999/3/28 2009/7/30 20206 

18
th
 4361.9 322.9 1999/4/18 2009/7/30 20304 

19
th
 4351.6 317.3 1999/4/18 2009/7/30 20096 

20
th
 4042.4 314.0 1999/4/14 2009/7/30 19734 

Table 7. Comparison of the proposed method with SaTScan (Case 3) 

Attributes of MLC 
Proposed 

method 

SaTScan 

Circular Elliptic 

Logarithm of likelihood ratio 4373.9 1733.2 1871.3 

Number of transactions 20,159 7,923 8,086 

Area (km
2
) 316.3 310.5 310.6 

Period 1999/3/23 2005/7/22 2005/7/22 

2009/7/30 2008/12/25 2008/12/25 

Calculation time (s) 6,316 20,525 920,654 
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 (a) Largest likelihood ratio value (b) Smallest likelihood ratio value 
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Fig. 9. Most likely clusters obtained using the proposed method (Case 3) 

   
 (a) Circular spatial windows (b) Elliptic spatial windows 

Fig. 10. Most likely clusters obtained using SaTScan (Case 3) 
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The comparison with the methods that output cylindrical and elliptic cy-

lindrical spatio-temporal clusters demonstrated that the proposed method 

outputs clusters with larger likelihood ratio values because of the higher 

flexibility of the spatial cluster shapes. The calculation time of the pro-

posed method became longer as the number of point events and spatial 

units for aggregation increased; however, its level was acceptable even for 

the larger dataset, which covered the whole area of the special wards of 

Tokyo. 

However, in the proposed method several unsolved problems remain. The 

first is the dependency of detected cluster shapes on the order of the for-

mation of spatial aggregation groups. The proposed method randomly 

chooses the aggregation groups in the algorithm; the obtained shapes of 

detected clusters and their likelihood ratio are different in every execution, 

as shown in the application. To find the “truly” most likely cluster and its 

maximum likelihood ratio is difficult. However, the difference in the clus-

ter shapes obtained in each execution is relatively small, as shown in Figs. 

3, 6, and 9.  

The second problem is that the proposed method tends to create large clus-

ters because of the hypothesis used in the selection of MLC. The MLC is 

selected according to the comparison of likelihood ratio shown in Equation 

(1), the assumption behind which is that there is only one cluster in the 

study area. Even if there are multiple clusters whose densities are different, 

the evaluation based on the likelihood ratio of Equation (1) may connect 

these clusters as one big cluster. A solution to this problem is proposed by 

Mori and Smith (2009), who introduced a Bayesian Information Criterion 

approach for model selection in cluster candidate evaluation and compared 

the models that had different numbers of clusters. The integration of a 

model selection approach in the proposed method is one of the future tasks 

toward enhancing the cluster detection ability of the proposed method. 

The third problem is the difficulty with the interpretation of resultant clus-

ter shapes. As the detected clusters almost cover the whole study area, they 

do not manifest the spatial pattern of the point events. This might be 

caused by the characteristics of the data which is influenced more strongly 

by time than by space; however, it indicates the necessity to restrict win-

dow shapes. Yiannakoulias et al. (2007) proposed the method to restrict 

window shapes based on a measure of connectivity. Since other types of 

spatial properties have been discussed (e.g. Shirabe (2005)), it is possible 

to introduce the spatial shape restriction of windows in the cluster detec-

tion analysis. At the same time, it is also indispensable to discuss what the 

adequate spatial cluster shape is. 

The extension of the proposed method to network analysis is not difficult; 

it can be achieved only by replacing spatial units’ adjacency with the con-
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nectivity of links. As the detection of spatial and spatio-temporal clusters 

on a network is the present topic, as discussed in Steenberghen (2010), 

Shiode (2011), and Shiode and Shiode (2012), the extension of the pro-

posed method to network analysis tools is one of the future tasks. 
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