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APPLICABILITY OF TRIP DISTRIBUTION MODELS

By Tomonori SUMI* and Masao K UWAHARA**

1. INTRODUCTION

The estimation of trip distribution is an im-
portant step of the well-known procedure. to
forecast travel demand. For this purpose, two
types of methods are available. One is the pre-
sent pattern method and the other is the ap-
plication of mathematical models. - Certain kinds
of Gravity models and Opportunity models be-
long to the latter and they are frequently used.

It is practically quite impossible to specify
demand functions- or utility functions of almost
all demand models of transportation field. So
alternatively a priori forms of these functions
are specified.

These functions above are also based on sim-
plified assumptions regarding human behavior
and urban activities, though they are more com-
plicated®-®. Then necessarily their validity must
be empirically verified.

Up to this time, these models were examined
from the view of the applicability in some
papers®™® but they are limited in the accumula-
tion of empirical results. For that reason, this
_report examines the applicability of the models
by looking at varjous cases in a methodical
way, and supplies a more confirmed stand
point in actual usage. The applicability of
the models is examined in the following aspects:
The first is their reproducibility. The para-
meters included in the mathematical expres-
sions of the models are calibrated using the
data obtained from surveys. Subsequently trip
distribution is again estimated using the ob-
tained parameters, The reproducibility means
the similarity of the estimated results to the
observed distribution and it is a fundamental
criterion to evaluate the performance of the
models. The second is the manipulability. The
concept of “manipulability” is complicated,
however here, the effect of the sample size on the
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estimation is only examined because one of the
main difficulties lies in the data collection. Those
models that require less samples are more desir-
able. The third is the sensitivity. The sensitivity
means the changing rate of the estimated results
in accordance with the vartiation of the data
handling such as the calibration procedure or
zoning composition. The sensitivity is related
in some degrees to the manipulability, however
in this paper they are dealt separately. It is
desirable that models should be insensitive. In
the latter, the sensitivity resulting from errone-
ous parameters calibrated and that of variations
between zones are discussed.

This report examines five trip-distribution
models, which are frequently used, in the ap-
plication of the same way to the data of six
person-trip surveys in Japan and the Philippines,
ie. Hiroshima (1967, 1978), Maebashi (1978),
Okayama (1972), Manila (1970) and Davao
(1979).

2. MODEL AND DATA HANDLING

(1) Models

The following five trip-distribution models are
examined.

Model 1
t15=KO:D;Cif

Model 2
ti;=KOEDC3F

Model 3 '

t..—__.—.'_-_i .................................... (3)

Model 4
t15=A:0:B;D;C7f
Ai=1/2 BsD;Cif

7

Bj=1/3 A:0:C3f

Model 5
tij=0¢{e7EV i-1—e"FV i}

where,
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tij; estimated trips from zone ¢ to zone j
Oi; trips produced in zone ¢
Dj; trips attracted in zone j
Csj; intra- and inter-zonal travel time
Vi—1; total number of trips attracted in zones
which are considered nearer than zone
7 from zone ¢
Vi; Via+Dj
K,L,a, f3,y; parameters.

Models 1 and 2 do not satisfy the two con-
straints represented by Egs. (8) and (9). On the
other hand, model 3 satisfies the production-
constraint represented by Eq. (8), while model 4
satisfies both constraints.

(production-constraint)
Oi=2X3 tis

J .
(attraction-constfaint)
Dj= ; tij

Therefore the number of trips calculated with
models 1, 2 and 3 are modified by the Furness
iterative procedure® in order to satisfy the
above constraints.

(2) Data handling
The models are applied to the journey-to-work
trips by road in the way mentioned below.

Step 1: Journey-to-work trips by road, that is,
trips from homes to workplaces by cars, buses,
bicycles and ‘motorcycles, are selected from
original data of each person trip survey. The
selected data are called as the base data in the
following.

Step 2: The mean travel time {Ci} and the
observed trips {T:;} between the two of the
zones are calculated from the base data. Intra-
and inter-zonal distributions are both taken
into account.

Step 3: The model’s parameters are calibrated
using {Ci;} and {T:5}. The values of the param-
eters which give the minimum of the residual
sum of squares, are called as the optimal values.
Note that zero elements in (7%} matrix are
not used to calibrate the parameters.

Step 4: The estimated trip distribution (#:5)
is calculated using the optimal values of the
parameters.

Step 5:  ({#:5} are modified by the Furness
procedures so that {#i;} is obtained satisfying
the production and attraction constraints,
except for model 4.

(3) Statistics for evaluation

a) Reproducibility

The reproducibility is evaluated using the
statistics shown as follows.

(Correlation Coefficient)

23 (=B (Te;=T)

T VER G- YIn@a-D) to
(Chi-square)
XZ';';; (Tag—ta3)2 sz o wieereemmereionenssnenns (11)
(Relative Error Index™®)
E= VY0 Gig— Lag 2 130 T eeeeeerens (12)

where
ti5; estimated trips from zone ¢ to zone j
T:j; observed trips from zone ¢ to zone j
f; average number of {f:}
T; average number of {T:s}

b) Effect of sample size

To examine the effect of the sample size, the
following two questions are discussed.

(1) Which model is least affected by the
reduction of sample size?

(2) How many samples does the best model
selected in the above require?

Each model is applied to the data of various
sample sizes obtained from sampling again from
the base data randomly. = The procedure of
calculation is as follows.

(1) The sampling rate (s) is selected in the
range from 19, to 1009%. Then the samples of
reduced number are obtained from the base
data by random sampling without replacement.
The trip distribution {75} is determined from
the sampled data. '

(2) The optimal parameters are obtained
using (T3} and {C5} according to the procedures
in the step 3 of 2.(2).

(8) The estimated trip distribution {#5’} are
calculated using the Eqs. (1) to (7).

(4) {57} is modified by the Furness pro-
cedure except model 4, so that {4} satisfies
the following marginal constants:

0=
Dy=31

5y {#5) is multlphed by the reciprocal of
the sampling rate (s), so that the total amount
of the estimated trip distribution coincides with
that of the observed trip distribution, then {3}
can be obtained.

5=t s

* The Relative Error Index as defined as above is
convenient to compare the errors produced in
the application to various data of different sam-
ple sizes because it represents the absolute value
of the dimensionless sum of sguare root of
residuals.
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The calculation mentioned above was made
once for every sampling rate.

The statistics used to evaluate the effect of
the sample size are Relative Error Index, (RE)
Correlation Coefficient (R) and Chi-square (%)
defined as follows.

DX @515 (=)

= EEY N S eeieees 16
VIZ G- VIR i
RE=+V2 2 (ti§~—,tif)2/22tv:j ............... (17)
X§=ZZ (tij—?tj')z/tij ........................... (18)

c) Sensitivity

(1) Effect of calibration error

The calibration error of the parameters is
simulated by giving a conscious deviation from
the optimum values. Although models 1 and 2
include plural parameters, all parameters in the
models 1 to 4 except a and depend on & when
the Furness procedure is used to modify {#:5}*.
Therefore the calibration error of parameter o in
the models 1, 2, 3 and 4 is only taken account for.
Parameter L of model 5 has the dimensions of (1/
trips) and it is determined depending on the
number of data. Therefore the calibration error

* The Furness procedure can be written as follows:
O; Dj ’
tij=visitiy, vi= si=
) J 3 Z Sitijl 3 Z 1’itijl
J 3

The final matrix {#;;} is not affected, even when
arbitral columns or rows of {#;;'} are multiplied
by any positive numbers. Therefore {f;;} is
dependent only on {C;#} in Models 1 to 4.
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is expressed as the deviation of quantity “LT”
where T is the total number of the observed trips.

The Chi-squares of Eq. (19) are used to test
the sensitivity of parameters produced by the
models statistically.

i§=22 (tij—fij)zllfij ........................ (19)
where
ti;; trips calculated wusing the deviated
parameter
%:5; trips calculated using the optimal
parameter
(2) ZEffect of zoning composition

The sensitivity of the results to the difference
in zoning composition is examined by comparing
the estimated results obtained from the various
zonings of particular areas.

3. RESULTS AND DISCUSSIONS

(1) Reproducibility

Table 1 shows the parameters obtained from
the calibration. Table 2 shows the statistics
obtained from the results. Models 3 and 4 yielded
the almost best values of Correlation Coefficients,
Relative Error Indices and Chi-squares for all
surveys. Although Model 2 have two additional
parameters in comparison with model 1, it gave
almost the same values of the statistics as those
given by model 1, and models 1 and 2 are the
worst of the five models. Therefore it is supposed
that the introduction of the marginal constraints
given by Egs. (8) and (9) in the models improves

Table 1 The optimal parameter values of each model in six cities.

Model No. 1 2 3 4 5 . 3
odel NO X Population| Area Number
Parameter k « 3 « 8 r « « V(x{b -y (x108) (kmg2) | ©f Zones
Hiroshima (1967) 0.000 201 0.650 4.21 0.418 ) 0.294| 0.195| 2.82 2.89 9.64 750 . 430 111
Hiroshima (1978) | 0.00735 1.01 2.06 1.1 0.429 | 0.475| 3.04 2.92 6.70 1080 720 40
Maebashi 0.252 2.63 95.7 2.68 0.442 | 0.594 | 3.67 3.42 5‘_22 1010 1309 40
QOkayama 0.287 2.32 28.8 2.04 0.386 | 0.544| 3.11 3.34 9.39 1017 1159 60
Manila 0.020 ) 1.27 2.08 1.16 0.425| 0.538 | 2.69 2.70 4.52 3890 594 51
Davao 0.001 57 0.555 0.0758]| 0.650 | 0.586 | 0.691 | 0.876 | 1.17 5.41 360 137 21
Table 2 The statistics of each model in six cities.
Statistical Indices Chi-square (2) (x10%) Relative Error (RE) Correlation Coefficient (R)
Model No. 1 2 3 4 5 2305 1 2 3 4 5 1 2 3 4 5
Hiroshima (1967) 3.04 3.38 3.28 3.39 5.8 1.258 3.16 3.26 2.26 2.26 2.60 0.68 0.64 0.84 0.84 0.78
Hiroshima (1978) 0.689 0.634 0.404 0.404 0.593 0.169 4.01 3.92 2.72 2.70 3.75 0.74 0.76 0.89 0.89 0.77
Maebashi 0.680 0.650 0.580 0.530 2.44 0.169 3.06 2.99 2.47 2.41 3.32 0.93 -0.93- 0.94 0.94 0.89
Okayama 1.01 1.24 "0.820 0.880 1.13 0.374 3.69 4.17 2.81 2.75 3.67- | 0.93 0.91 0.94 0.94 0.88
Manila 0.648. 0.706 0.434 0.43¢ 0.591 0.272 2.91 2.98 2.23 2.20 2.78 0.78 0.76 0.87 0.87 0.78
Davao 0.198 - 0.189 0.175 0.172 0.184 0.049 6.20 6.13 5.92 5.90 6.03 . 0.78 0.78. 0.80 0.80 0.79
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the reproducibility more effectively than - the
additional parameters of model 2. Model 5 gave
the interimediate values of the statistics.

(2) v Effect of samplé size

Figs. 1, 2 and 3 show the relationships between
the samp]mg rates (s) and the goodness-of-fit
statistics as an example in Okayama among the
six surveys. The statistics given by models 3

okayama
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RE (%)
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Fig. 1 Relationship between sampling rate

and Relative Error Indices in Okayama.
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Fig. 3 Relationship between sampling rate
and Chi-squares in Okayama.

and 4 are more desirable than those given by
models 1 and 2 when the sampling rate is lower.

Fig. 4 shows the rela,ﬁonship ‘between the
sampling rate and the Chi-squares difined in
Eq. (18).. It indicates that the difference between
the results derived from samples: of considerably
reduced size and those from the base data is not
significant in the statistical sense. Especially
models 3 and 4 are so robust that the difference
of the results is not a serious problem.even when
the sample size is very small. Similar results were
obtained for the other surveys. It is clear that
models 3 and 4 are least affected by the sample
size.

Fig. 5 - illustrates- the rela.honshlp be’cween

sample sizes and xi/xi.s of Eq. (20} given by
model 4 in application to six surveys.
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Fig. 4 Relationship between y? and sampling .
rate in Okayama.
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sample size in six cities for model 4.
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When ¥3/xi.0s is less than 1.0, the significance
level of the statistical fitness exceeds 5%. Even
if the sample size is reduced to 500-600, the
results derived by model 4 are virtually unaffect-
ed.

(3) Sensitivity

a) Effect of parameter deviation i

Figs. 6 and 7 show the Chi-square values of
each parameter for the selected range of the
parameter values, defined by Eq. (18).

For all surveys and models, the ranges of
parameters & and L which can satisfy the good-
ness-of-fit tests with 0.05 significance level, are

OCapLiO.S o
Lop%+2.0
where, !

cop=the optimal value of «

Lopi=the optimal value of L

It seems that the sensitivities of both param-
eters are small.

b) Effect of zoning composition

The models were applied to the base data and
109, sampled data of Hiroshima (1967) and
Okayama (1972) under various zoning composi-

tions. For example, the examined variation of
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Fig. 6 #® of each parameter for the selected
range of the parametér ‘values in
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the zoning in Hiroshima is shown in Fig. 8.

The calibrated values of the parameters are
shown in Table 3. This table shows that the
optimal values of the parameters for all models,
especially models 3 and 4, are stable.
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Fig. 8 Outline of the zoning composition in
’ Hiroshima (1967).
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Table 3 The optimal parameter values of each model in Hiroshima (1967) and
Okayama (1972) for different zoning composition.

Name Hiroshima (1967) Okayama

The Number of Zones 111 63 46 32 19 60 39 27 . 16 8
Model 1 0.650 0.689 1.290 1.270 1.660 2.320  3.510 3.800  4.080 4.220
Model 2 « 0.418 0.702 1.420 1.410 1.810 2.040 3.160 3.620 4.060 4.240
Model 3 o 2.8 2.99 2.91 3.25 3.38 3.11 3.11 3.22°° 3.8 3.33
Model 4 2.89 2.88 2.80 3.06 3.20 3.34 3.36 3.44 3.75 3.43
Model 5 LT 4.94 4.24 3.13 3.60 3.52 1.4 16.0 7.51 9.02 5.72

4. SUMMARY AND CONCLUSIONS

In this report, five trip-distribution models
were applied to journey-to-work trips by road
obtained from the six person-trip survey data of
five cities in order to examine the applicability
of models.

The study is sumnmarized as follows;

(1) In order to examine the reproducibility,
Correlation Coefficients, Relative Error Indices
and Chi-squares were calculated. Models 3 and 4
gave almost the best values among the five
models for all surveys.

(2) In order to clarify the effects of the
sample size on the estimated trip distribution,
Correlation Coefficients, Relative Error Indices
and Chi-squares between the estimated distribu-
tion derived from the base data and those derived
from smaller samples were compared. The larger
the sample size was, the better the goodness-of-
fit statistics were obtained for all models. How-
ever, the difference between the estimated distri-
bution derived from the base data and those
derived from reduced samples of less than 20%
is not significant in the statistical sense. Especial-
ly the estimated results derived from models 3
and 4 were least affected even when the sample
size was reduced to 5%, of the base data.

(3) The eifects of the parameter deviation
from the optimal values on the estimated trip
distribution were examined in six surveys. For
all models, the variation of the estimated results
in accordance with the deviation. of the param-
eters was not significant within the following
range of the parameter values:

OCopciO.S
Lom+2.0

This revealed that the sensitivities of the estima-
tion to the deviation of parameters o and L
were small. These sensitivities were also examined
using smaller sample sizes, and it was also reveal-
ed that sensitivity did not depend on sample size.

(4) In order to examine the effect of zoning

composition, the models were applied.to the
survey data of Hiroshima (1967) and Okayama
(1972) in various zoning systems. This revealed
that the change of the calibrated values of the
parameters were small unless the zoning composi-
tion was varied drastically.

Especially parameter o of models 3 and 4 was
least affected of all.

We tried goodness-of-fit tests to examine the
reproducibility (see Table 2). It revealed that
none of the models -satisfied our chosen level of
the significance, even when a low significance
level was selected.

Nevertheless, under consideration of a practical
usefulness of the models, the models’ charac-
teristics, i.e. the statistically valid range of a
parameter “a”’, and the sensitivity of the param-
eter due to sample size and zoning composition,
help planners to design better modelling schemes
and to avoid excess efforts and expectations to
the models, because the models themselves have
a considerable limit of descripting human be-
havior. '

With respect to journey-to-work trips by road
we can conclude that models 3 and 4 are far
superior to the others in actual usage. Additional-
ly, sample size is possibly reduced to considerably
small number when the models 3 and 4 are used.

'
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